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Abstract—Sampling is the bottleneck for ultra-wideband
(UWB) communication. Our major contribution is to exploit the
channel itself as part of compressed sensing, through waveform-
based pre-coding at the transmitter. We also have demonstrated
a UWB system baseband bandwidth (5 GHz) that would, if
with the conventional sampling technology, take decades for the
industry to reach. The concept has been demonstrated, through
simulations, using real-world measurements. Realistic channel
estimation is also considered.

I. I NTRODUCTION

Ultra-wideband (UWB) [1], [2], [3], [4] represents a new
paradigm in wireless communication. The unprecedented radio
bandwidth provides advantages such as immunity from flat
fading. Two primary challenges exist: (1) how to collect
energy over the rich multipath components; (2) extremely
high sampling rate analog to digital conversion (A/D). Time
reversal [5] provides a promising solution to the first prob-
lem [6]. In particular, the concept of time reversal has recently
demonstrated in a real-time hardware test-bed [7], [8]. At the
heart of time reversal, the channel itself is exploited as a part
of the transceiver. This idea makes sense since when few
movements exist, the channel is time-invariant and recipro-
cal [9]. In principle, most of the processing at the receiver can
be moved to the transmitter—where energy consumption and
computation are sufficient for many advanced algorithms.

A natural question arises: Can we move the hardware
complexity of the receiver to the transmitter side to reduce
the sampling rate of A/D to the level of 125 Msps—for
which excellent high dynamic range commercial solutions are
available? Fortunately compressed sensing (CS) [10], [11] is
a natural framework for our purpose.

CS has been used to UWB communications [12], [13]. Our
major contribution is to exploit the channel itself as part of
compressed sensing, through waveform-based pre-coding at
the transmitter. Only one low-rate A/D is used at the receiver.
We also have demonstrated (Fig. 1) a UWB system covering
the 3 GHz – 8 GHz frequency band that would, if with
the conventional sampling technology, take decades for the
industry to reach.

This paper is organized as follows. Section II introduces
the CS theory background and extends CS concept to a
continuous time filter based architecture. Section III describes

the proposed CS based UWB system together with a CS based
channel estimation method. Section IV shows the simulation
results and section V gives the conclusions.

II. COMPRESSEDSENSING FORCOMMUNICATIONS

A. Compressed sensing background

Reference [14] gives a most succinct highlight of the CS
principles and will be followed here for a flavor of this elegant
theory. Consider the problem of reconstructing anN×1 signal
vectorx. Suppose the basisΨ = [ψ1, ..., ψN ] provides aK-
sparse representation ofx, whereK << N ; that is

x =

N−1
∑

n=0

ψnθn =

K
∑

l=1

ψnl
θnl

(1)

Herex is a linear combination ofK vector chosen fromΨ;
{nl} are the indices of those vectors;{θnl

} are the coefficients.
Alternatively, we can write in matrix notation

x = Ψθ, (2)

whereθ = [θ0, θ1, ..., θN−1]
T . In CS,x can be reconstructed

successfully fromM measurements andM << N . The
measurement vectory is done by projectingx over another
basis Φ which is incoherent withΨ, i.e. y = ΦΨθ. The
reconstruction problem becomes anl1 − norm optimization
problem:

θ̂ = argmin ||θ||1 s.t. y = ΦΨθ. (3)

This problem can be solved by linear programming tech-
niques like basis pursuit (BP) or greedy algorithms such
as matching pursuit (MP) and orthogonal matching pursuit
(OMP).

When applying CS theory to communications, the sampling
rate can be reduced to sub-Nyquist rate. In [15] and [16]
a serial and a parallel system structure were proposed, re-
spectively. Sampling rate can be reduced to less than 20% of
Nyquist rate. However, they were designed for signals that
are sparse in frequency domain. In this paper we propose
a serial system structure which is suitable for pulse-based
UWB communications, which is sparse in time domain. The
analog-to-information converter (AIC) structure in [15] is not
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suitable for UWB communications. 3 – 8 GHz UWB signal
is considered as an example in describing the reasons:

• The pseudo noise (PN) chip rate requirement for PN
sequence makes it difficult for UWB signals, which must
be at least twice the maximum signal frequency. For
example, a 3 – 8 GHz UWB signal needs at least 16
GHz chip rate.

• The multiplier, which can be a mixer, supporting such
high bandwidth for 3 – 8 GHz UWB signal is difficult to
implement.

• The system is time-variant. Each measurement is the
product of a streaming signal and a changing PN se-
quence. This requires a huge amount of storage space
and complex computation.

In this paper, a simple architecture that is suitable for UWB
signals is proposed using a finite impulse response (FIR) filter-
based architecture.

B. Filter-based compressed sensing

Random filter based CS system for discrete time signals
was proposed in [17]. This idea can be extended to continuous
time signals. We use∗ to denote the convolution process in
a linear time-invariant (LTI) system. Assume that there is an
analog signalx(t), t ∈ [0, Tx] which is K-sparse over some
basisΨ:

x (t) =

N−1
∑

n=0

Ψn (t) θn = Ψ (t) θ, (4)

where

Ψ (t) = [Ψ0 (t) ,Ψ1 (t) , ...,ΨN−1 (t)] , (5)

θ = [θ0, θ1, ..., θN−1]
T
. (6)

Note that there are onlyK non-zeros inθ. x(t) is then fed
into a length-L FIR filter h(t):

h (t) =

L−1
∑

i=0

hiδ (t− iTh), (7)

whereTh is the time delay between each filter tap.
The outputy(t) = h(t) ∗ x(t) is then uniformly sampled

with sampling periodTs. Ts follows the relationTs/Th = q,
whereq is a positive integer.M samples are collected so that
M · Ts = ⌊L · Th + Tx⌋, where(L · Th + Tx) is the duration
of y(t).

Now we have the down-sampled output signaly(mTs),m =
1, 2, ...,M − 1:

y (mTs) = h (mTs) ∗ x(mTs)

=
∫ Ty

0
h (mTs − τ )x (τ) dτ

=
∫ Ty

0

[

L−1
∑

i=0

hiδ (mTs − iTh − τ)

]

x (τ) dτ

=
L−1
∑

i=0

hix (mTs − iTh)

= Φx,

(8)

whereΦ is a quasi− Toeplitz matrix and

x = [x (0) , x (Th) , ..., x ((M − 1) qTh)]
T

= Ψθ, (9)

Ψ = [Ψ (0) ,Ψ (Th) , ...,Ψ ((M − 1) qTh)]
T
. (10)

A quasi− Toeplitz matrix has such property: each row of
Φ hasL non-zero entries and each row is a copy of the row
above, shifted right byq places.

Let ym = y(mTs), we have

y = [y0,y1, ..., yM−1]
T
. (11)

Combining Equations 4, 5, 6, 8, 9, 10 and 11, we have:

y = ΦΨθ = Θθ (12)

Now the problem becomes recoveringN × 1 vector θ
from theM × 1 measurement vectory, which is exactly the
same as the problem posed in Equation 3. The number of
measurements for successful recovery depends on the sparsity
K, duration of the analog signalTx, filter lengthL and the
incoherence betweenΦ and Ψ. Numerical results in Section
III show that whenx(t) is sparse andh(t) is a PN sequence,
θ can be reconstructed successfully with a reduced sampling
rate, requiring onlyM << N measurements. Note that
measurementy is a projection fromx via an FIR filter. We
use this feature to design our proposed system.

III. C OMPRESSEDSENSING BASED UWB
COMMUNICATION SYSTEM

Incoherent Filter

Channel Low Rate
A/D

Processing

Sparse Bit
Sequence

UWB Pulse
Generator

α̂

Waves)(RadioGHz 5

 MHz125

θ Ψ Φ y θ̂

1
ˆ arg  min        s.t.       yθ θ θ θ= = ΦΨ = Θ

Fig. 1. The system architecture of the proposed CS based UWB system.
The communication problem of recovering the transmitted information can
be modeled as a CS problem.

A. Communication system architecture

With the knowledge of Section II-A and Section II-B, we
propose a CS-based UWB communication system which is
able to reduce the sampling rate to 1.25% of Nyquist rate. The
system architecture is illustrated in Fig. 1. A UWB signal is
transmitted by feeding a sparse bit sequence through a UWB
pulse generator and an pre-coding filter. Then, the received
signal is directly sampled after the channel, using a low-rate
A/D and then processed by a recovery algorithm.Φ is the
projection matrix consisting of the pre-coding filter and the
channel. It can be noticed that channel itslef is part of the
projection matrix in CS, so the receiver is very simple, with



K pulses, K<<N

…...

N positions

Fig. 2. The structure of the transmitted symbol. This symbol isK-sparse.
There areK pulses inN positions andK << N .

only one low-rate A/D to collect measurement samples. Our
simulation in Section IV shows that 3 – 8 GHz UWB signals
can be successfully recovered by a 125 Msps A/D.
K-pulse position modulation (PPM) is used to modulate

sparse bit sequence. Each PPM symbol isK-sparse: there are
N positions and onlyK << N pulses in each symbol, as
illustrated in Fig. 2. The output of the UWB pulse generator
can be written using the notations in Equation 4 and 5, with
Ψn (t) = p (t− nTp), wherep(t) is the function of the UWB
pulse andTp is the period of the pulse. Pre-coding filter and
channel are modeled as FIR filters, with combined impulse
responseh(t) = f(t) ∗ c(t), where f(t) and c(t) are the
impulse response for the pre-coding filter and the channel,
respectively. Hereh(t) is equivalent to theh(t) in Equation
7. The received signaly(t) = h(t) ∗ x(t) is then uniformly
sampled by an A/D with sampling periodTs. Similar to
Equation 8 and 11, the down-sampled measurements form the
M×1 vectory = ΦΨθ = Θθ, whereΦ is aquasi−Toeplitz
matrix. Now, the communication problem becomes a problem
of estimatingθ̂ fromM << N measurements, which is again
identical to the problem described as Equation 3.

The success of recovery relies on the sparsityK and the
incoherence betweenΨ andΦ. Sparsity is easily met by con-
trolling the transmitted sequence. In our simulation,K = 1,
which means that there is only one pulse in PPM symbol.
The incoherence property can be met by proper selection of
the pre-coding filterf(t). Simulation results show that iff(t)
is a PN sequence whose chip rate is equal to the bandwidth of
the UWB pulsep(t), θ can be successfully recovered using
recovery algorithms. So far the discussion is in baseband.
If the transmitted UWB is passband, then up-conversion is
applied after the pre-coding filter. PN chip rate and the receiver
structure remain the same. No down-conversion is required at
the receiver. For example, as will be shown in the simulation,
a 3 – 8 GHz UWB pulse requires a 5 GHz PN chip rate,
which is the same as the signal bandwidth, not the Nyquist
rate of the maximum signal frequency, as required by the
AIC system. A/D at the receiver directly samples the received
signal, without doing down-conversion.

The number of measurementsM and sampling rate are
related and determined by the length of the combined filter
h(t). If h(t) is long, the received signal is “spread out” in the
time domain, therefore sufficient measurements can be made
under a lower sampling rate.

B. Channel estimation

After down-sampling,y is processed at the receiver with
Θ using BP. In constructingΘ, f(t), c(t) and Ψ(t) are

Channel,
c(t)

Filter,
f(t)

UWB Pulse,
p(t)

Processing
Estimated channel,

ĉ

y

Fig. 3. Block diagram of channel estimation

Probing Pulse
p(t) * f(t)

Channel
c(t)

Processing
Estimated Channel,

y

ĉ

Fig. 4. An equivalent block diagram of channel estimation

required.f(t) and Ψ(t) are fixed and can be considered as
prior knowledge at the receiver. The channel,c(t), however,
needs to be estimated. A CS based channel estimation method
is proposed. A 3 – 8 GHz channel can be estimated by a 500
Msps A/D.

Similar to Equation 7, the UWB channel can be modeled
as:

c (t) =

L−1
∑

i=0

ciδ (t− iTh) (13)

The channel estimation block diagram is illustrated in Fig.
3. A UWB probing pulsep(t) ∗ f(t) is transmitted to “probe”
the channel, wherep(t) is a UWB pulse andf(t) is a PN
sequence. At the receiver, sub-Nyquist rate A/D collectsM
uniform measurements. This process can be represented as
y = D ↓ (c(t) ∗ f(t) ∗ p(t)), whereD ↓ denotes a down-
sampling factor of⌊N/M⌋ and y denotes the measurement
vector. Since the system is LTI, an alternative block diagram
can be drawn as Fig. 4. Then,y = D ↓ ((f(t) ∗ p(t)) ∗ c(t)).
In matrix notation,y = Θc, whereΘ is a quasi − Toeplitz
matrix derived fromf(t)∗p(t) andc = [c0, c1, ..., cL−1]

T . The
channel estimation problem is to getĉ from measurementsy,
which is identical to the CS problem described in Equation 3.

Successful recovery requiresc to be sparse and the inco-
herent property of measurement matrixΘ [11]. Indoor UWB
channel is sparse and PN sequence structuredΘ has the
incoherent property. PN chip rate should be the same as the
bandwidth of the channel under estimation. We use simulation
to show the estimation result.

First, we need to set up the real channelc(t) as the
estimation target. Vector network analyzer (VNA) is used to
get the real indoor channel coefficientc. 3 – 8 GHz channel
is measured by VNA with 1 MHz frequency step and 128
averages.c(t) (Fig. 5) is derived from the VNA data using
CLEAN algorithm with a rectangular window. There are about
50 non-zero entries inc. PN chip rate is 5 GHz and length
of f(t) is 1 µs. Baseband Gaussian UWB pulsep(t) has 5
GHz bandwidth. Since the measured channel is in passband,
up-conversion is applied after the PN filter. At the receiver,
500 Msps A/D is used to get measurements. BP is then used
to get the estimated vectorĉ with the knowledge off(t), p(t)
andy only. Additive white Gaussian noise (AWGN) is added
at the received samples asy = Θc+w, wherew is the noise
vector. Basis pursuit denoising (BPDN) is used to solve the
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Fig. 5. Time domain channel derived from VNA measurement. The sparsity
of this channel is 50.

recovery problem with noise. Fig. 6 (a) shows the estimation
result and Fig. 6 (b) shows the zoomed in result. It can be seen
that thoughĉ is a little noisy, all major paths in̂c perfectly
match toc. Only the amplitudes are slightly different.
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Fig. 6. (a) Channel estimation result. (b) Zoomed in version of the result.

We will usec as “perfect estimation” to form the measure-
ment matrixΦ and the noisŷc as “imperfect estimation” to
form the measurement matrix̂Φ in the CS-based UWB com-
munication system symbol error rate simulation. Interestingly,
though imperfect estimation is noisy, the symbol error rate is
similar to perfect estimation.

IV. SIMULATION RESULTS

Since UWB channel is stable when few movements exist
in the indoor environment, we assume that channel is time-
invariant during the channel estimation and communication
process.

In the simulation, each symbol has only one pulse in 256
candidate positions, containing 8 bits information. This is a
special case of the PPM symbol illustrated in Fig. 2, with
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θ̂ from imperfect channel estimation
θ̂ from perfect channel estimation
θ, the transmitted symbol

Fig. 7. Recovery ofθ̂ using 125 Msps A/D, perfect/imperfect channel
estimation. No noise is added.

K = 1. More pulses can be used to increase the information
per symbol. Since the purpose of the paper is to recover
θ, not maximizing the data rate, the case whenK > 1
is not simulated. The UWB pulse generator produces a 5
GHz bandwidth Gaussian pulse. The pre-coding filter is a PN
sequence with 128 ns duration and 5 GHz chip rate. Then the
signal is modulated with a 5.5 GHz sinusoidal, up-converting
to the 3 – 8 GHz frequency band. Measured channelc(t) in 5
is used. Due to the delay spread of the channel and the length
of PN sequence, the received signal y(t) is spread out over
256 ns. A 256 ns guard period is added between symbols to
avoid intersymbol interference (ISI). At the receiver, perfect
synchronization is assumed. 125 Msps, 250 Msps and 500
Msps sampling rates are simulated to evaluate the symbol error
rate VS SNR per symbol performance. Since measurements
are made in a 512 ns period, the relating numbers of mea-
surementsM for 125 Msps, 250 Msps and 500 Msps are 64,
128 and 256, respectively. BPDN provided by [18] is used
as the reconstruction algorithm. The position with maximum
amplitude in θ̂ is compared with the position inθ. If two
positions are exactly the same, the symbol is considered as
reconstructed successfully. 20000 simulations were performed
for each SNR plot.

Fig. 7 shows the reconstruction result under 125 Msps
sampling rate without any additive noise.θ̂ reconstructed from
perfect/imperfect channel profile is compared with original
θ. From Fig. 7, we can see that̂θ from imperfect channel
profile is a bit more noisy. However, the position of maximum
amplitude is exactly the same as the one inθ. Therefore,
the transmitted symbol is recovered successfully. After 20000
simulations, no errors can be found.

Fig. 8 shows the results under AWGN. Perfect/imperfect
channel estimation and 125 Msps/250 Msps/500 Msps sam-
pling rate are simulated. We can see that higher sampling rate
provides better symbol error rate performance. This is because
more measurements are collected under higher sampling rate.
It is also noticed that under same sampling rate, the symbol
error rate of perfect channel estimation and imperfect channel
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Fig. 8. Simulation results of symbol error rate vs SNR per symbol at the
receiver.

estimation have almost no difference. From the 500 Msps
sampling rate curve, we can see that the symbol error rate
is 0 when SNR is over -6 dB, in 20000 simulations.

Many interesting topics are raised after the simulation. Does
the measurement matrixΦ and Ψ satisfy the incoherence
property in theory? What is the relationship for sampling
rate, SNR and symbol error rate? Why the imperfect channel
estimation shows similar performance with perfect channel
estimation? How to achieve synchronization with the system?
Further effort needs to be done to explain these questions.

V. CONCLUSIONS

Our proposed approach is to exploit the projection matrix
with channel itself and a waveform-based pre-coding at the
transmitter. Taking the channel as part of CS results in a very
simple receiver design, with only one low-rate A/D. The pre-
coding is implemented in a natural way using an FIR filter. The
concept has been demonstrated, through simulations, using
real-world measurements. Realistic channel estimation is also
considered. The philosophy is to trade computation complexity
for hardware complexity, and move receiver complexity to the
transmitter.

This work is just the beginning of the pre-coded CS.
Future work includes reduction of algorithm complexity. Much
quicker algorithms are required for real-time applications such
as UWB communications. Deterministic CS [19] will be
considered in the context of UWB channel.

Traditional pre-coding optimizes the system in the digi-
tal domain. The waveform-based pre-coding optimizes the
transceiver in both mixed signal and digital domain. CS
provides a natural framework. It may be more natural to
combine waveform-based pre-coding with sampling innova-
tion [20], since pre-coding can be used to reduce the degrees
of freedom—thus the sampling rate.
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